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Introduction

• Trust is a key factor for effective human-robot 
collaboration1

• A snapshot view of trust is not enough. Trust can be 
dynamic within the interaction period2

• With a human trust-behavior model, robotic agents 
can be given insights into human behavior while 
making their decisions
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Human-Robot Teaming Task

• Intelligence, Surveillance, and Reconnaissance 
(ISR) Mission

• Human-Drone team searches through N sites for 
potential threats

• Drone recommends whether to use an armored 
robot to breach the building or not

• Team receives rewards associated with health 
remaining and time to complete mission
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Problem Formulation

• States: 

• Actions:

• Human behavior model:  

• Rewards:

• Transition function:  
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Experiment

• 46 students from the University of Michigan 
participated

• Measures:
• Big 5 Personality Traits
• Perfect Automation Schema
• Propensity to Trust
• Trust after each site
• Post-experiment Trust
• Workload

• Participants searched through 100 sites 
sequentially
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Results

• Immediate task reward 
gain as a performance 
metric
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Results

• K-means clustering analysis

• Features:
• RMSE between feedback and predicted trust
• Average log trust

• Elbow heuristic and silhouette scores indicate 3 
significant clusters
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Future Work

• Inverse Reinforcement Learning1 to learn 
personalized reward functions

• Using contextual information for trust prediction

• Creating more balanced datasets
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